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Abstract

We investigate the transition from static to dynamic electric field domains (EFDs) in a doped GaAs/AlAs superlattice (SL).
We show that a transverse magnetic field and/or the temperature can induce current self-oscillations. This observation can be
attributed to the negative differential resistance (NDR) effect. Transverse magnetic field and the temperature can increase the
NDR of a doped SL. A large NDR can lead to an unstable EFD in a certain range of d.c. bias.q 1999 Elsevier Science Ltd. All
rights reserved.
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There has been a long lasting interest [1–26] in the verti-
cal electron transport of superlattices (SLs) since the
pioneering work of Esaki and Chang [1,2] on the electric
field domain (EFD) formation in doped SLs. Many interest-
ing phenomena related to the negative differential resistance
(NDR) have been found in SLs, including sawtooth-like
current–voltage,I(U), characteristic on the sequential reso-
nance tunneling plateau [14–19], current self-oscillations
[20–24] and chaos [25]. Self-oscillation has been observed
in both doped and undoped SL systems [18–23]. So far,
previous studies of current self-oscillation in SLs have
been focused on the effect of changing the carrier concen-
tration through either the continuous illumination of a laser
light [24] or doping [20,21]. It is understood that the
sawtooth-like branch of the current–voltage characteristic
is related to the formation of stationary EFD while the
current self-oscillations are attributed to the traveling of
the domain boundary [9–13]. The carrier density effects
can be explained by solving a set of coupled partial differ-
ential equations [9–13]. Under a d.c. bias within a certain
range of carrier concentration, this set of equations has solu-
tions of the temporal current self-oscillations. Solutions of
current self-oscillations disappear outside this carrier

concentration range. However, the theory gives no simple
criterion for the current self-oscillations. Neither does it
provide a scenario of how external fields, like the magnetic
field and/or the sample temperature, affect the transition
from sawtooth-like current–voltage characteristic to current
self-oscillations.

In this paper, we show, for the first time to our knowledge,
that a transverse magnetic field and the sample temperature
can also control the transition from stable to unstable EFD
formation. In contrast to previous studies, in the present
work we show the NDR to be the essential element of the
underlying physics [26]. This insight both unifies and gener-
alizes the explanation for EFD stability/instability. Varying
the transverse magnetic field or the temperature, changes the
NDR and produces the transition from stable to unstable
EFD formation.

The doped GaAs/AlAs SL studied in this work was grown
by molecular beam epitaxy. The SL consists of 40 14-nm
GaAs wells confined by 41 4-nm AlAs barriers. The SL is
sandwiched between twon1 GaAs layers. The central
10 nm of each GaAs well was doped with Si�n�
2 × 1017 cm23�: The sample was fabricated into 0:1 ×
0:1 mm2 mesas. We measured theI �U� characteristic of
the sample in a magnetic field up to 14 T perpendicular to
the current direction, and at zero field at temperatures from
1.6 to 200 K, using a HP4155A semiconductor parameter
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analyzer. The current self-oscillations were recorded by a
HP54600A digital oscilloscope.

We focus on the second plateau of theI �U� characteristic
of our sample. It is well known that the EFD forms on the
plateau [1,2,9–13]. At low-field domains, electrons tunnel
from the ground state in one well to the first excited state in
the next while electron tunneling is from the ground state to
the second excited state at high-field domains. Fig. 1 shows
the measuredI �U� of the sample at temperatureT � 1:6 K
for different transverse magnetic fields (B) as the applied
bias is swept up or down. A large hysteresis inI �U� is
observed atB� 0 T and T � 1:6 K; the current plateau
being higher in sweep-up than in sweep-down. In both
sweep directions theI �U� characteristic exhibits a series

of 40 sawtooth-like current branches, corresponding to static
EFD formation. When the current jumps from one branch to
the next, the charge layer at the domain boundary moves
from one well to the adjacent well. Note that the number of
branches observed in the experiment is as the same as the
number of SL periods.

The temperature effects on the EFD formation are shown
in Fig. 2. Similar results as those in Fig. 1 are obtained with
B� 0 T whenT is varied. As can be seen in Figs. 1 and 2,
the hysteresis effect disappears, and the amplitude of the
sawtooth oscillation in theI(U) characteristic becomes
very small whenB is above 10 T (atT � 1:6 K) or when
T is above 170 K (atB� 0 T). At these values ofB andT, in
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Fig. 1. The measuredI(U) curves at different transverse magnetic
fields (B� 0; 4, 8, 10 and 12 T) indicated with the bias applied in
both sweep-up and sweep-down directions at 1.6 K. Curves are
offset for clarity.

Fig. 2. The measuredI �U� curves in the absence of the magnetic
fields forT � 1:6; 100, 150, 170 and 200 K with the bias applied in
both sweep-up and sweep-down directions. Curves are offset for
clarity.

Fig. 3. Enlargement ofI �U� curves atT � 1:6 K for B� 9; 11 and
13 T with the bias applied in sweep-up direction. Curves are offset
for clarity. The inset shows the measured temporal current oscilla-
tion at 11 T and 4.3 V.

Fig. 4. Enlargement ofI �U� curves atB� 0 T for T � 160; 170,
180 and 200 K with the bias applied in sweep-up direction. Curves
are offset for clarity. The inset shows the measured current oscilla-
tion at 180 K and 2.8 V.



a certain range of d.c. bias, temporal current self-oscillation
occurs, indicating dynamic EFD formation. If the magnetic
field is increased above 12.5 T, or the temperature is
increased above 190 K,I(U) becomes monotonic, corre-
sponding to uniform electric field distribution. Figs. 3 and
4 are the enlargements ofI �U� to illustrate the transitions
from sawtooth-like current–voltage characteristic to current
self-oscillation, and then to uniform electric field distribu-
tion. The voltage ranges within which the current self-oscil-
lations are observed are indicated in the figures. The insets
in Figs. 3 and 4 show the current self-oscillations atB�
11 T; T � 1:6 K; d.c. bias 4.3 V andB� 0 T; T � 180 K;
d.c. bias 2.8 V, respectively.

It is difficult to explain these observations based on the
existing theories [9–13]. Although the observation of both
stable and unstable domain formations is not new, the tran-
sition between them induced by a transverse magnetic field
and a sample temperature is a new discovery. Further, these
effects cannot be trivially understood from the existing
theories. There would be no clear physical picture even if
one could describe some of the features observed in our
experiments following a well-accepted theory in the field
[9–13]. On the other hand, these results can be understood
in terms of the general analysis of instabilities and oscilla-
tions of the sequential tunneling current in SL given by
Wang et al. [26]. They have derived general conditions for
the stability of the current through a SL in which theI �V�
characteristic of each tunneling barrier (V being the bias
across a single barrier) has a region of NDR. They show
that as long as the absolute magnitude of the NDR of one
barrier does not exceed the sum of the positive differential
resistance (PDR) of the remaining barriers, stable domains
can form. If this condition is not met, the domains are
unstable and current self-oscillation occurs. While the
results of Ref. [26] are general, they are very easily made
quantitative by considering a highly idealized model of a SL
with N 2 1 wells separated byN barriers. We assume that
the tunneling current of each barrier between any two

neighboring wells is given by the same piece-wiseI �V�
characteristic, shown in Fig. 5.

The three regions of the characteristic have slopesa , 2b
anda , respectively.DI is the peak to valley current differ-
ence.F1 andF2 are the biases at the two break points indi-
cated in Fig. 5. Stable domain formations correspond tok
barriers being in the high field region (domain) andN 2 k in
the low field, where 1# k # N: Wang et al. show that
domains are stable so long as 0, 1=b , �N 2 1�=a: If N
is large, as in our case, unstable domains (current self-
oscillation) can occur only ifb is very small so that 1=b .
�N 2 1�=a: Asb is decreased by some external influence the
system switches from the stable EFD formation to the
unstable.

The model also accounts for the general shape of the SL’s
I �U� characteristic in the regime of stable domain formation.
When the external bias,U, is swept up, we start with all
barriers in the low field region so that the bias across each
barrier isV � U=N: The current increases with increasingU
and reaches a maximum value ofI � aF1 whenU � NF1:

A small increase ofU moves one barrier into the high field
region, so that the bias across the remaining low field
barriers must decrease to compensate. The current then
jumps to a lower value. Further increase ofU increasesI,
until V across the low field barriers reachesF1 andI � aF1

again. A further small increase ofU moves another barrier
into the high field region. AsU increases, the process repeats
until all the barriers are in the high field region. Thus the
I �U� characteristic of the SL exhibits the well-known
sawtooth form withN branches. When the bias is swept
down, on the other hand, we start with all barriers in the
high field region. AsU decreases, the current in the sawtooth
region reaches a minimum value ofI � aF1 2 DI ; where
DI � b�F2 2 F1�; when U � NF2: A small decrease ofU
moves one barrier into the low field region, so that the bias
across the remaining high field barriers increases to compen-
sate. The current then jumps to a higher value. Thus the
model explains the observed current hysteresis effect (see
Figs. 1 and 2). The hysteresis defined as the difference
between the maximum current in sweep up and minimum
current in sweep down, in the sawtooth region ofI �U� is,
ideally, equal toDI.

The model also predicts the peak to valley differencedI of
the sawtooth oscillation in the current. We finddI � DI �1 1
a=b�=N: As b decreases,dI approachesDI, and whendI �
DI (so that there is no hysteresis) the condition for instability
(given above as 1=b . �N 2 1�=a) is reached. Thus the
hysteresis should disappear as instability is approached, as
is observed experimentally: this can be seen particularly
clearly in Fig. 2. Experimentally,dI is found to be different
in sweep up and sweep down, indicating thata is in fact
different in the PDR regions above and below the NDR
region. This complicates the analysis without altering the
qualitative conclusions.

An applied transverse magnetic field causes redistribution
of the tunneling electron momentum and energy. In order to
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Fig. 5. Piecewise linearI �V� curve whereV is the bias across a
single barrier. Low field region and high field region have the
same slopea . NDR region has the negative differential resistance,
21=b:



conserve the momentum and energy in the tunneling
process, the resonant peak voltage shifts to a higher value,
the peak-current decreases, and the width of the resonance
peak increases with increasingB. As a result,DI and b
decrease with increasing magnetic field. Similarly, increas-
ing sample temperature enhances the inelastic scattering
through the barrier, increasing the valley current inI �V�
and broadening the resonant tunneling peak so as to reduce
tunneling peak current. As a result,DI andb decrease with
increasing sample temperature. Consequently, we expect the
transverse magnetic field and sample temperature to have a
similar effect onI �U�: Increasing magnetic field or sample
temperature should both reduce the hysteresis and produce
the transition between static and dynamic EFD formation.
As can be seen in Figs. 1–4, we have demonstrated that a
transverse magnetic field (B) or sample temperature can
indeed induce such a transition. At low temperature�T �
1:6 K� and zero field,I �U� exhibits static EFD formation. A
large current hysteresis is observed inI �U� when the applied
bias is swept in the up- and down-directions. At high
magnetic field �10:5 T , B , 12:5 T and T � 1:6 K� or
high temperature�170 K , T , 190 K and B� 0�; the
hysteresis inI �U� disappears and we observe the dynamic
field domain formation, manifested in temporal current self-
oscillation at a frequency of a few MHz, in a certain range of
d.c. bias. Further increase of magnetic field or temperature
produces an uniform electric field distribution.

In conclusion, we have observed the current self-oscilla-
tion in a doped GaAs/AlAs SL induced by both a transverse
magnetic field and the sample temperature. The oscillations
can be attributed to the EDF instabilities due to NDR. In
particular, we find the following: (1) on increasing the
strength of the magnetic field or the sample temperature at
zero magnetic field, the negative differentialI �V� character-
istic of a single barrier in a SL made up ofN such barriers
becomes flat (NDR increases). The current hysteresis, which
is observed when the applied bias is swept in the up- and
down-directions, decreases gradually. The hysteresis loop
vanishes when the temperature or the strength of the
magnetic field reached a certain value. (2) We verify the
recent theory [26], which has shown that the transition is
controlled by the magnitude of NDR. In particular, it shows
that varying charge density, as well as varying transverse
magnetic field and/or temperature, can all change the
magnitude of NDR—although the microscopic mechanisms
are quite different. This is an important conclusion as it
clarifies the underlying physics for the transition from static
to dynamic EFD formation in a SL structure.
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